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WE REPORT THREE EXPERIMENTS EXAMINING the per-
ception of tempo in expressively performed classical
piano music. Each experiment investigates beat and
tempo perception in a different way: rating the corre-
spondence of a click track to a musical excerpt with
which it was simultaneously presented; graphically
marking the positions of the beats using an interactive
computer program; and tapping in time with the musi-
cal excerpts. We examine the relationship between the
timing of individual tones, that is, the directly measura-
ble temporal information, and the timing of beats as
perceived by listeners. Many computational models of
beat tracking assume that beats correspond with the
onset of musical tones. We introduce a model, sup-
ported by the experimental results, in which the beat
times are given by a curve calculated from the tone
onset times that is smoother (less irregular) than the
tempo curve of the onsets.
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Perceptual Smoothness of Tempo in Expressively
Performed Music

TEMPO AND BEAT are well-defined concepts in the
abstract setting of a musical score, but not in 
the context of analysis of expressive musical per-

formance. That is, the regular pulse, which is the basis

of rhythmic notation in common music notation, is
anything but regular when the timing of performed
notes is measured. These deviations from mechanical
timing are an important part of musical expression,
although they remain, for the most part, poorly under-
stood. In this study we report on three experiments
using one set of musical excerpts, which investigate the
characteristics of the relationship between performed
timing and perceived local tempo. The experiments
address this relationship via the following tasks: rating
the correspondence of a click track to a musical excerpt
with which it was simultaneously presented; graphically
marking the positions of the beats using an interactive
computer program; and tapping in time with the
musical excerpts.

Theories of musical rhythm (e.g., Cooper & Meyer,
1960; Yeston, 1976; Lerdahl & Jackendoff, 1983) do not
adequately address the issue of expressive performance.
They assume two (partially or fully) independent
components: a regular periodic structure of beats and
the structure of musical events (primarily in terms of
phenomenal accents). The periodic temporal grid is
fitted onto the musical structure in such a way that 
the alignment of the two structures is optimal. The
relationship between the two is dialectic in the sense
that quasi-periodical characteristics of the musical
material (patterns of accents, patterns of temporal
intervals, pitch patterns, etc.) induce perceived tempo-
ral periodicities while, at the same time, established
periodic metrical structures influence the way musical
structure is perceived and even performed (Clarke,
1985, 1999).

Computational models of beat tracking attempt to
determine an appropriate sequence of beats for a given
musical piece, in other words, the best fit between a
regular sequence of beats and a musical structure. Early
work took into account only quantized representations
of musical scores (Longuet-Higgins & Lee, 1982; Povel &
Essens, 1985; Desain & Honing, 1999), whereas modern
beat tracking models are usually applied to performed
music, which contains a wide range of expressive timing
deviations (Large & Kolen, 1994; Goto & Muraoka,
1995; Dixon, 2001a). In this article this general case of
beat tracking is considered.

PERCEPTUAL SMOOTHNESS OF TEMPO IN EXPRESSIVELY
PERFORMED MUSIC

Music Perception VOLUME 23, ISSUE 3, PP. 195-214, ISSN 0730-7829, ELECTRONIC ISSN 1533-8312 © 2006 BY THE REGENTS OF THE

UNIVERSITY OF CALIFORNIA. ALL RIGHTS RESERVED. PLEASE DIRECT ALL REQUESTS FOR PERMISSION TO PHOTOCOPY OR REPRODUCE ARTICLE CONTENT

THROUGH THE UNIVERSITY OF CALIFORNIA PRESS’S RIGHTS AND PERMISSIONS WEBSITE AT WWW.UCPRESS.EDU/JOURNALS/RIGHTS.HTM

Perceptual Smoothness of Tempo in Expressively Performed Music 195

02.MUSIC.23_195-214.qxd  01/02/2006  12:24  Page 195



Many beat-tracking models attempt to find the beat
given only a sequence of onsets (Longuet-Higgins &
Lee, 1982; Povel & Essens, 1985; Desain, 1992; Cemgil,
Kappen, Desain, & Honing, 2000; Rosenthal, 1992;
Large & Kolen, 1994; Large & Jones, 1999; Desain &
Honing, 1999), whereas some recent attempts also 
take into account elementary aspects of musical
salience or accent (Toiviainen & Snyder, 2003; Dixon &
Cambouropoulos, 2000; Parncutt, 1994; Goto &
Muraoka, 1995, 1999). An assumption made in most
models is that a preferred beat track should contain as
few empty positions as possible, that is, beats on which
no note is played, as in cases of syncopation or rests. A
related underlying assumption is that musical events
may appear only on or off the beat. However, a musical
event may both correspond to a beat but at the same
time not coincide precisely with the beat. That is, a
nominally on-beat note may be said to come early or
late in relation to the beat (a just-off-the-beat note). This
distinction is modeled by formalisms that describe the
local tempo and the timing of musical tones independ-
ently (e.g., Desain & Honing, 1992; Bilmes, 1993;
Honing, 2001; Gouyon & Dixon, 2005).

The notion of just-off-the-beat notes affords beat
structure a more independent existence than is usually
assumed. A metrical grid is not considered as a flexible
abstract structure that can be stretched within large tol-
erance windows until a best fit to the actual performed
music is achieved but as a rather more robust psycho-
logical construct that is mapped to musical structure
whilst maintaining a certain amount of autonomy.

It is herein suggested that the limits of fitting a beat
track to a particular performance can be determined in
relation to the concept of tempo smoothness. Listeners
are very sensitive to deviations that occur in isochronous
sequences of sounds. For instance, the relative JND con-
stant for tempo is 2.5% for inter-beat intervals longer
than 250 ms (Friberg & Sundberg, 1995). For local devi-
ations and for complex real music, the sensitivity is not
as great (Friberg & Sundberg, 1995; Madison & Merker,
2002), but it is still sufficient for perception of the subtle
variations characteristic of expressive performance. It is

hypothesized that listeners prefer relatively smooth
sequences of beats and that they are prepared to aban-
don full alignment of a beat track to the actual event
onsets if this results in a smoother beat flow.

The study of perceptual tempo smoothing is impor-
tant as it provides insights into how a better beat
tracking system can be developed. It also gives a more
elaborate formal definition of beat and tempo that can
be useful in other domains of musical research (e.g., in
studies of musical expression, additional expressive
attributes can be attached to notes in terms of being
early or delayed with respect to the beat).

Finding the times of perceived beats in a musical
performance is often done by participants tapping or
clapping in time with the music (Drake, Penel, &
Bigand, 2000; Snyder & Krumhansl, 2001; Toiviainen &
Snyder, 2003), which is to be distinguished from the
task of synchronization (Repp, 2002). Sequences of 
beat times generated in this way represent a mixture of
the listeners’ perception of the music with their expec-
tations, since for each beat they must make a commit-
ment to tap or clap before they hear any of the musical
events occurring on that beat. This type of beat tracking
is causal (the output of the task does not depend on any
future input data) and predictive (the output at time t is
a predetermined estimate of the input at t).

Real-time beat prediction implicitly performs some
kind of smoothing, especially for ritardandi, as a beat
tracker has to commit itself to a solution before seeing
any of the forthcoming events—it cannot wait indefi-
nitely before making a decision. In the example of
Figure 1, an on-line beat tracker cannot produce the
intended output for both cases, since the input for the
first four beats is the same in both cases, but the desired
output is different. The subsequent data reveals whether
the fourth onset was displaced (i.e., just off the beat,
Figure 1a) or the beginning of a tempo change
(Figure 1b). It is herein suggested that a certain amount
of a posteriori beat correction that depends on the
forthcoming musical context is important for a more
sophisticated alignment of a beat track to the actual
musical structure.

196 S. Dixon, W. Goebl and E. Cambouropoulos

FIG. 1. Two sequences of onsets and their intended beat tracks: (a) the tempo is constant and the fourth onset is displaced so that it is just off the
beat; (b) the tempo decreases from the fourth onset, and all onsets are on the beat. The sequences are identical up to and including the fourth beat,

so the difference in positioning the beats can only be correctly made if a posteriori decisions are allowed.
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Some might object to the above suggestion by stating
that human beat tracking is always a real-time process.
This is in some sense true, however, it should be men-
tioned that previous knowledge of a musical style or
piece or even a specific performance of a piece allows
better time synchronization and beat prediction.
Tapping along to a certain piece for a second or third
time may enable a listener to use previously acquired
knowledge about the piece and the performance for
making more accurate beat predictions (Repp, 2002).

There is a vast literature about finger-tapping, des-
cribing experiments requiring participants either to
synchronize to an isochronous stimulus (sensorimotor
synchronization) or to tap at a constant rate without any
stimulus (see Madison, 2001). At average tapping rates
between 300 and 1000 ms per tap, the reported variabil-
ity in tapping interval is 3-4%, increasing dispropor-
tionately above and below these boundaries (Collyer,
Horowitz, & Hooper, 1997). This variability is about the
same as the JND for detecting small perturbations in an
isochronous sequence of sounds (Friberg & Sundberg,
1995). In these tapping tasks, a negative synchroniza-
tion error was commonly observed, that is, participants
tend to tap earlier than the stimulus (Aschersleben &
Prinz, 1995). This asynchrony is typically between �20
and �60 ms for metronomic sequences (Wohlschläger
& Koch, 2000), but is greatly diminished when dealing
with musical sequences, where delays between �6 and
�16 ms have been reported (Snyder & Krumhansl,
2001; Toiviainen & Snyder, 2003). Recent research 
has shown that even subliminal perturbations in a
stationary stimulus (below the perceptual threshold)
are compensated for by tappers (Thaut, Tian, & Sadjadi,
1998; Repp, 2000).

However, there are very few attempts to investigate
tapping along with music (either deadpan or expres-
sively performed). One part of the scientific effort is
directed to investigate at what metrical level and at what
metrical position listeners tend to synchronize with the
music and what cues in the musical structure influence
these decisions (e.g., Parncutt, 1994; Drake et al., 2000;
Snyder & Krumhansl, 2001). These studies did not ana-
lyze the timing deviations of the taps at all. Another
approach is to systematically evaluate the deviations
between taps and the music. In studies by Repp (1999a,
1999b, 2002), participants tapping in synchrony with a
metronomic performance of the first bars of a Chopin
study showed systematic variation that seemed to relate
more closely to the metrical structure of the excerpt,
although the stimulus lacked any timing perturbations.
In other conditions of the studies, pianists tapped to dif-
ferent expressive performances (including their own). It

was found that they could synchronize well with these
performances, but they tended to underestimate long
inter-beat intervals, compensating for the error on the
following tap.

Definitions

In this article, we define beat to be a perceived pulse
consisting of a set of beat times (or beats) which are
approximately equally spaced in time. More than one
such pulse can coexist, where each pulse corresponds
with one of the metrical levels of the musical notation,
such as the quarter note, eighth note, half note or the
dotted quarter note level. The time interval between
two successive beats at a particular metrical level is
called the inter-beat interval (IBI), which is an inverse
measure of instantaneous (local) tempo. A more global
measure of tempo is given by averaging IBIs over some
time period or number of beats. The IBI is expressed in
units of time (per beat); the tempo is expressed as the
reciprocal, beats per time unit (e.g., beats per minute).

In order to distinguish between the beat times as
marked by the participants in Experiment 2, the beat
times as tapped by participants in Experiment 3, and
the timing of the musical excerpts, where certain tones
are notated as being on the beat, we refer to these beat
times as marked, tapped, and performed beat times,
respectively, and refer to the IBIs between these beat
times as the marked IBI (m-IBI), the tapped IBI (t-IBI)
and the performed IBI (p-IBI). For each beat, the per-
formed beat time was taken to be the onset time of the
highest pitch note which is on that beat according to the
score. Where no such note existed, linear interpolation
was performed between the nearest pair of surrounding
on-beat notes. The performed beat can be computed at
various metrical levels (e.g., half note, quarter note,
eighth note levels). For each excerpt, a suitable metrical
level was chosen as the default metrical level, which was
the quarter note level for 4/4 and 2/2 time signatures,
and the eighth note level for the 6/8 time signature.
(The default levels agreed with the rates at which the
majority of candidates tapped in Experiment 3.) 
More details of the calculation of performed beat times
are given in the description of stimuli for Experiment 1.

Outline

Three experiments were performed which were
designed to examine beat perception in different ways.
Brief reports of these experiments were presented
previously by Cambouropoulos, Dixon, Goebl, and
Widmer (2001), Dixon, Goebl, and Cambouropoulos
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(2001), and Dixon and Goebl (2002), respectively.
Three short (approximately 15-second) excerpts from
Mozart’s piano sonatas, performed by a professional
pianist, were chosen as the musical material to be used
in each experiment. Excerpts were chosen which had
significant changes in tempo and/or timing. The
excerpts had been played on a Bösendorfer SE275 com-
puter-monitored grand piano, so precise measurements
of the onset times of all notes were available.

In the first experiment, a listener preference test, par-
ticipants were asked to rate how well various sequences
of clicks (beat tracks) correspond musically to simulta-
neously presented musical excerpts. (One could think
of the beat track as an intelligent metronome which is
being judged on how well it keeps in time with the
musician.) For each musical excerpt, six different beat
tracks with different degrees of smoothness were rated
by the listeners.

In the second experiment, the participants’ percep-
tion of beat was assessed by beat marking, an off-line,
nonpredictive task (that is, the choice of a beat time
could be revised in light of events occurring later in
time). The participants were trained to use a computer
program for labeling the beats in an expressive musical
performance. The program provides a multimedia
interface with several types of visual and auditory
feedback, which assists the participants in their task.
This interface, built as a component of a tool for the
analysis of expressive performance timing (Dixon,
2001a, 2001b), provides a graphical representation of
both audio and symbolic forms of musical data. Audio
data are represented as a smoothed amplitude envelope
with detected note onsets optionally marked on the
display, and symbolic (e.g., MIDI) data are shown in
piano roll notation. The user can then add, adjust, and
delete markers representing the times of musical beats.
The time durations between adjacent pairs of markers
are then shown on the display. At any time, the user 
can listen to the performance with or without an
additional percussion track representing the currently
chosen beat times.

We investigated the beat tracks obtained with the use
of this tool under various conditions of disabling parts
of the visual and/or auditory feedback provided by the
system, in order to determine the bias induced by the
various representations of data (the amplitude envelope,
the onset markers, the inter-beat times, and the auditory
feedback) on both the precision and the smoothness of
beat sequences, and examine the differences between
these beat times and the onset times of corresponding
on-beat notes. We discuss the significance of these differ-
ences for the analysis of expressive performance timing.

In the third experiment, participants were asked to
tap in time with the musical excerpts. Each excerpt was
repeated 10 times, with short pauses between each
repeat, and the timing of taps relative to the music was
recorded. The repeats of the excerpts allowed the par-
ticipants to learn the timing variations in the excerpts,
and adjust their tapping accordingly on subsequent
attempts.

We now describe each of the experiments in detail
and then conclude with a discussion of the conclusions
drawn from each and from the three together.

Experiment 1: Listener Preferences

The aim of the first experiment was to test the smooth-
ing hypothesis directly, by presenting listeners with
musical excerpts accompanied by a click track and ask-
ing them to rate the correspondence of the two instru-
ments. The click tracks consisted of a sequence of clicks
played more or less in time with the onsets of the tones
notated as being on a downbeat, with various levels of
smoothing of the irregularities in the timing of the
clicks. A two-sided smoothing function (i.e., taking into
account previous and forthcoming beat times) was
applied to the performance data in order to derive the
smoothed beat tracks.

It was hypothesized that a click track which is fully
aligned with the onsets of notes which are nominally on
the beat sounds unnatural due to its irregularity, and
that listeners prefer a click track which is less irregular,
that is, somewhat smoothed. At the same time, it was
expected that a perfectly smooth click track which
ignores the performer’s timing variations entirely would
be rated as not matching the performance.

PARTICIPANTS

Thirty-seven listeners (average age 30) participated in
this experiment. They were divided into two groups: 18
musicians (average 19.8 years of music training and
practice), and 19 nonmusicians (average 2.3 years of
music training and practice).

STIMULI

Three short excerpts of solo piano music were used in
all three experiments, taken from professional per-
formances played on a Bösendorfer SE275 computer-
monitored grand piano by the Viennese pianist Roland
Batik (1990). Both the audio recordings and precise
measurements (1.25 ms resolution) of the timing of each
note were available for these performances. The excerpts
were taken from Mozart’s piano sonatas K.331, K.281,
and K.284, as shown in Table 1. (The fourth excerpt in
the table, K284:1, was only used in Experiment 3.)

198 S. Dixon, W. Goebl and E. Cambouropoulos

02.MUSIC.23_195-214.qxd  01/02/2006  12:24  Page 198



For each excerpt, a set of six different beat tracks was
generated as follows. The unsmoothed beat track (U)
was generated first, consisting of the performed beat
times. For this track, the beat times were defined to
coincide with the onset of the corresponding on-beat
notes (i.e., according to the score, at the default metrical
level). If no note occurred on a beat, the beat time was
linearly interpolated from the previous and next beat
times. If more than one note occurred on the beat, the
melody note (highest pitch) was assumed to be the most
salient and was taken as defining the beat time. The
maximum asynchrony between voices (excluding grace
notes) was 60 ms, the average was 18 ms (melody lead),
and the average absolute difference between voices was
24 ms.

A difficulty occurred in the case that ornaments were
attached to on-beat melody notes, since it is possible
that either the (first) grace note was played on the beat,
so as to delay the main note to which it is attached, or
that the first grace note was played before the beat
(Timmers, Ashley, Desain, Honing, & Windsor, 2002).
It is also possible that the beat is perceived as being at
some intermediate time between the grace note and the
main note; in fact, the smoothing hypothesis intro-
duced above would predict this in many cases.

Excerpt K284:3 contains several ornaments, and
although it seems clear from listening that the grace
notes were played on the beat, we decided to test this by
generating two unsmoothed beat tracks, one corre-
sponding to the interpretation that the first grace note
in each ornament is on the beat (K284:3a), and the
other corresponding to the interpretation that the main
melody note in each case is on the beat (K284:3b). The
listener preferences confirmed our expectations; there
was a significant preference for version K284:3a over
K284:3b in the case of the unsmoothed beat track U. In
the remainder of the article, the terms “performed beat
times” and “p-IBIs” refer to the interpretation K284:3a.
In the other case of grace notes (in excerpt K281:3), the
main note was clearly played on the beat. The resulting

unsmoothed IBI functions are shown aligned with the
score in Figure 2.

The remaining beat tracks were generated from the
unsmoothed beat track U by mathematically manipu-
lating the sequence of inter-beat intervals. If U contains
the beat times ti:

then the IBI sequence is given by:

A smoothed sequence was generated
by averaging the inter-beat intervals with a window of
2w adjacent inter-beat intervals:

where w is the smoothing width, that is, the number of
beats on either side of the IBI of beats ti, ti�1 which were
used in calculating the average. To correct for missing
values at the ends, the sequence {di} was extended by
defining:

and

where k � 1, . . ., w. Finally the beat times for the
smoothed sequences are given by:

Modifications to these sequences were obtained by
reversing the effect of smoothing to give the sequence
Dw-R:

and by adding random noise to give the sequence Dw-N�:

where � is a uniformly distributed random variable in
the range [��, �]. These conditions were chosen to ver-
ify that manipulations of the same order of magnitude

ni
w � ti

w �
�i

1000

ri
w � ti � (ti

w � ti) � 2ti � ti
w ˚˚for i � 1, ... ,n

ti
w � t1 � �

i�1

j�1
dj

w

dn�1�k � dn�1�k

d1�k � d1�k

di
w � �

w

j��w

di�j

2w � 1 ˚˚for i � 1, ..., n � 1

Dw � {d1
w,...,dn�1

w }

di � ti�1 � ti ˚˚for i � 1, ..., n � 1

U = {t1, t2, ..., tn}
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TABLE 1. Stimuli used in the three experiments. The tempo is
shown as performed inter-beat interval (p-IBI) and in beats per
minute (BPM), calculated as the average over the excerpt at
the default metrical level (ML).

Sonata : Movement Bars Duration p-IBI BPM Meter ML

K331:1 1-8 25 s 539 ms 111 6/8 1/8
K281:3 8-17 13 s 336 ms 179 2/2 1/4
K284:3 35-42 15 s 463 ms 130 2/2 1/4
K284:1 1-9 14 s 416 ms 144 4/4 1/4
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FIG. 2. The score and IBI functions for the three excerpts K281:3 (above), K284:3 (center), and K331:1 (below).
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as those produced by the smoothing functions could be
unambiguously detected.

Table 2 summarizes the six types of beat tracks used
for each excerpt in this experiment.

PROCEDURE

Each beat track was realized as a sequence of woodblock
clicks, which was mixed with the recorded piano
performance at an appropriate loudness level. Five
groups of stimuli were prepared: two identical groups
using excerpt K281:3, two groups using excerpt K284:3,
and the final group using excerpt K331:1. One of the two
identical groups (using K281:3) was intended to be used
to exclude any participants who were unable to perform
the task (i.e., shown by inconsistency in their ratings).
This turned out to be unnecessary. The two groups using
excerpt K284:3 corresponded respectively to the two
interpretations of grace notes, as discussed above. For
each group, the musical excerpt was mixed with each of
the six beat tracks and the resulting six stimuli were
recorded in a random order, with the tracks from each
group remaining together. Three different random
orders were used for different groups of participants, but
there was no effect of presentation order.

The stimuli were presented to the listeners, who were
asked to rate how well the click track corresponded
musically with the piano performance. This phrasing
was chosen so that the listeners made a musical judg-
ment rather than a technical judgment (e.g., of syn-
chrony). The participants were encouraged to listen to
the tracks in a group as many times as they wished, and
in whichever order they wished. The given rating scale
ranged from 1 (best) to 5 (worst), corresponding to the
grading system in Austrian schools.

RESULTS

The average ratings of all participants are shown in
Figure 3. As the range of ratings is small, participants
tended to use the full range of values. The average rat-
ings for the two categories of participant (musicians and
nonmusicians) are shown in Figure 4. The two groups

show similar tendencies in rating the excerpts, with the
nonmusicians generally showing less discernment
between the conditions than the musicians. One notable
difference is that the musicians showed a much stronger
dislike for the click sequences with random perturba-
tions (D1-N30). Further, in two pieces the musicians
showed a stronger trend for preferring one of the
smoothed conditions (D1 or D3) over the unsmoothed
(U) condition.

A repeated-measures analysis of variance was con-
ducted for each excerpt separately, with condition (see
Table 2) as a within-subject factor and skill (musician,
nonmusician) as a between-subject factor. For excerpts
K281:3 and K284:3, repetition (a, b) was also a within-
subject factor. The analyses revealed a significant effect
of condition in all cases: for excerpt K281:3, F(5, 175) �
40.04, �G.G. � .79, padj � .001; for excerpt K331:1, F(5,
175) � 26.05, �G.G. � .63, padj � .001; and for excerpt
K284:3, F(5, 175) � 59.13, �G.G. � .66, padj � .001.
There was also a significant interaction between condi-
tion and skill in each case, except for excerpt 331:1,
where the Greenhouse-Geisser corrected p-value
exceeded the 0.05 significance criterion: for excerpt
K281:3, F(5, 175) � 8.04, �G.G. � .79, padj � .001; for
excerpt K331:1, F(5, 175) � 2.48, �G.G. � .63, padj � .06;
and for excerpt K284:3, F(5, 175) � 4.96, �G.G. � .66,
padj � .002.

All participants were reasonably consistent in their
ratings of the two identical K281:3 groups (labeled
K281:3a and K281:3b, respectively, to distinguish the
two groups by presentation order). There was a small
but significant tendency to rate the repeated group
slightly lower (i.e., better) on the second listening 
[F(1, 35) � 9.49, p � .004]. It is hypothesized that this
was due to familiarity with the stimuli—initially the
piano and woodblock sound strange together.

For the excerpt K284:3, it is clear that the grace notes
are played on the beat, and the ratings confirm this
observation, with those corresponding to the on-beat
interpretation (K284:3a) scoring considerably better
than the alternative group (K284:3b) [F(1, 35) � 25.41,
p � .001]. This is clearly seen in the unsmoothed con-
dition U in Figure 3 (below). However, it is still interest-
ing to note that simply by applying some smoothing to
the awkward sounding beat track, it was transformed
into a track that sounds as good as the other smoothed
versions (D1, D3, and D5). In the rest of the analysis,
the K284:3b group was removed.

A post hoc Fischer LSD test was used to compare
pairs of group means in order to assess where signifi-
cant differences occur (Table 3). Some patterns are clear
for all pieces: the conditions D1-R and D1-N30 were

Perceptual Smoothness of Tempo in Expressively Performed Music 201

TABLE 2. Stimuli for Experiment 1: beat tracks generated for
each excerpt.

Beat Track w Direction Noise �

U 0 None 0
D1 1 Normal 0
D3 3 Normal 0
D5 5 Normal 0
D1-R 1 Reverse 0
D1-N30 1 Normal 30 ms
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rated significantly worse than the unsmoothed and two
of the smoothed conditions (D1 and D3). Although the
D1 condition was rated better than the unsmoothed
condition for each excerpt, the difference was only
significant for K331:1 (p � .01); for the other excerpts,
the p-values were .10 and .07, respectively. There was no
significant difference between the D1 and D3 condi-
tions, but the D5 condition was significantly worse than
D1 and D3 for two of the three excerpts.

Experiment 2: Beat Marking

In the second experiment, participants were asked to
mark the positions of beats in the musical excerpts,
using a multimedia interface that provides various
forms of audio and visual feedback. One aim of this
experiment was to test the smoothing hypothesis in a

202 S. Dixon, W. Goebl and E. Cambouropoulos

FIG. 3. Average ratings of the 37 listeners for the six conditions for the three excerpts. The error bars show 95% confidence intervals.
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TABLE 3. p-values of differences in means for all pairs of
smoothing conditions (post hoc Fischer LSD test).

K281:3 D1-R .07
U .00 .00
D1 .00 .00 .10
D3 .00 .00 .42 .40
D5 .00 .02 .04 .00 .00

K331:1 D1-R .00
U .01 .00
D1 .00 .00 .01
D3 .00 .00 .13 .22
D5 .13 .00 .24 .00 .01

K284:3 D1-R .00
U .04 .00
D1 .00 .00 .07
D3 .00 .00 .33 .39
D5 .00 .00 .08 .95 .43

D1-N30 D1-R U D1 D3

02.MUSIC.23_195-214.qxd  01/02/2006  12:24  Page 202



context where the participants had free choice regard-
ing the times of beats and where they were not
restricted by real-time constraints such as not knowing
the subsequent context. Another motivation was to test
the effects of the various types of feedback. Six experi-
mental conditions were chosen, in which various
aspects of the feedback were disabled, including condi-
tions in which no audio feedback was given and in
which no visual representation of the performance was
given.

PARTICIPANTS

Six musically trained and computer literate participants
took part in the experiment. They had an average age of
27 years and an average of 13 years of musical instruc-
tion. Because of the small number of participants, it was
not possible to establish statistical significance.

STIMULI

The stimuli consisted of the same musical excerpts as
used in Experiment 1 (K331:1, K281:3, and K284:3), but
without the additional beat tracks.

EQUIPMENT

The software BeatRoot (Dixon, 2001b), an interactive
beat tracking and visualization program, was modified
for the purposes of this experiment. The program can
display the input data as onset times, amplitude enve-
lope, piano roll notation, spectrogram, or a combina-
tion of these (see Figure 5). The user places markers
representing the times of beats onto the display, using
the mouse to add, move, or delete markers. Audio feed-
back is given in the form of the original input data
accompanied by a sampled metronome tick sounding at
the selected beat times.
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FIG. 4. Average ratings of the 18 musicians and 19 nonmusicians for the six conditions for the three excerpts. The ratings for K281:3a and K281:3b
are combined, but the ratings for K284:3b are not used.
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PROCEDURE

The participants were shown how to use the software
and were instructed to mark the times of perceived
musical beats. The experiment consisted of six condi-
tions related to the type of audio and visual feedback
provided by the system to the user. For each condition
and for each of the three musical excerpts, the partici-
pants used the computer to mark the times of beats and
adjust the markers based on the feedback until they
were satisfied with the results.

The experiment was performed in two sessions of
approximately three hours each, with a break of at least a
week between sessions. Each session tested three experi-
mental conditions with each of the three excerpts. The
excerpts for each condition were presented as a block,
with the excerpts being presented in a random order.
The otherwise unused excerpt K284:1 was provided as a
sample piece to help the participants familiarize them-
selves with the particular requirements of each condi-

tion and ask questions if necessary. The presentation
order was chosen to minimize any carryover (memory)
effect for the pieces between conditions. Therefore the
order of conditions (from 1 to 6, described below) was
not varied. In each session, the first condition provided
audio-only feedback, the second provided visual-only
feedback, and the third condition provided a combina-
tion of audio and visual feedback.

The six experimental conditions are shown in Table 4.
Condition 1 provided the user with no visual represen-
tation of the input data. Only a time line, the locations
of user-entered beats and the times between beats
(inter-beat intervals) were shown on the display, as in
Figure 5a. The lack of visual feedback forced the user to
rely on the audio feedback to position the beat markers.

Condition 2 tested whether a visual representation
alone provided sufficient information to detect beats.
The audio feedback was disabled, and only the onset
times of notes were marked on the display, as shown in
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FIG. 5. Screen shots of the beat visualization system, showing: (a) Condition 1, visual feedback disabled: the beat times are shown as vertical lines,
and the inter-beat intervals are marked between the lines at the top of the figure; (b) Condition 2, the note onset times as short vertical lines; 
(c) Conditions 3 and 5, MIDI input data in piano roll notation, with onset times marked underneath; (d) Condition 6, the acoustic waveform as a

smoothed amplitude envelope. Condition 4 is like Condition 1, but with the IBIs removed.

(a) (b)

(c) (d)
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Figure 5b. The participants were told that the display
represented a musical performance, and that they
should try to infer the beat visually from the patterns of
note onset times.

Condition 3 tested the normal operation of the beat
visualization system using MIDI data. The notes were
shown in piano-roll notation as in Figure 5c, with the
onset times marked underneath as in Condition 2, and
audio feedback was enabled.

Condition 4 was identical with Condition 1, except
that the inter-beat intervals were not displayed. This
was designed to test whether participants made use of
these numbers in judging beat times.

Condition 5 repeated the display in piano-roll nota-
tion as in Condition 3, but this time with audio feed-
back disabled as in Condition 2.

Finally, Condition 6 tested the normal operation of
the beat visualization system using audio data. Audio
feedback was enabled, and a smoothed amplitude enve-
lope, calculated as an RMS average of a 20 ms window
with a hop size of 10 ms (50% overlap), was displayed as
in Figure 5d.

BeatRoot allows the user to start and stop the play-
back at any point in time. The display initially shows the
first 5 s of data, and users can then scroll the data as
they please, where scrolling has no effect on playback.

RESULTS

From the marked beat times, the m-IBIs were calculated
as well as the difference between the marked and per-
formed beat times, assuming the default metrical level
(ML) given in Table 1. We say that the participant
marked the beat successfully if the marked beat times
corresponded reasonably closely to the performed beat
times, specifically if the greatest difference was less than
half the average IBI (that is, no beat was skipped or
inserted), and the average absolute difference was less
than one quarter of the IBI. Table 5 shows the number
of successfully marked excerpts at the default metrical
level for each condition. The following results and

graphs (unless otherwise indicated) use only the suc-
cessfully marked data.

The low success rate is due to a number of factors. In
some cases, participants marked the beat at a different
metrical level than the default level. Since it is not pos-
sible to compare beat tracks at different metrical levels,
it was necessary to leave out the results which did not
correspond to the default level. The idea of specifying
the desired metrical level had been considered and
rejected, as it would have contradicted one goal of the
experiment, which was to test what beat the partici-
pants perceived. Another factor was that two of the sub-
jects found the experimental task very difficult and
were only able to successfully mark respectively four
and five of the 18 excerpt-condition pairs.

Figure 6 shows the effect of condition on the inter-
beat intervals for each of the three excerpts, shown for
three different participants. In each of these cases, the
beat was successfully labeled. The notable features of
these graphs are that the two audio-only conditions 
(1 and 4) have a much smoother sequence of beat 
times than the conditions in which visual feedback was
given. This is also confirmed by the standard deviations
of the inter-beat intervals (Table 6), which are lowest for
Conditions 1 and 4.

Another observation from Table 6 is found by com-
paring Conditions 1 and 4. The only difference in these
conditions is that the inter-beat intervals were not dis-
played in Condition 4, which shows that these numbers
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TABLE 4. Experimental conditions for Experiment 2.

Visual Feedback
Audio

Condition Waveform Piano Roll Onsets IBIs Feedback

1 no no no yes yes
2 no no yes yes no
3 no yes yes yes yes
4 no no no no yes
5 no yes yes yes no
6 yes no no yes yes

TABLE 5. Number of participants who successfully marked
each excerpt for each condition (at the default metrical level).

Condition

Excerpt 1 2 3 4 5 6 Total

K331:1 3 0 6 5 4 4 22
K284:3 1 1 2 2 2 3 11
K281:3 4 4 5 4 4 4 25
Total 8 5 13 11 10 11 58

TABLE 6. Standard deviations of inter-beat intervals (in ms),
averaged across participants, for excerpts marked successfully
at the default metrical level. The rightmost column shows the
standard deviations of p-IBIs for comparison.

Condition

Excerpt 1 2 3 4 5 6 Average Performed

K331:1 35 — 59 43 68 56 53 72
K284:3 17 68 26 22 44 27 32 47
K281:3 18 29 28 22 31 25 26 31
Average 24 37 42 32 48 37 37 50
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are used, by some participants at least, to adjust beats to
make the beat sequence more regular than if attempted
by listening alone. This suggests that participants con-
sciously attempted to construct smooth beat sequences,
as if they considered that a beat sequence should be
smooth.

The next three figures show differences between par-
ticipants within conditions. Figure 7 illustrates that for
Condition 3, all participants follow the same basic
shape of the tempo changes, but they exhibit differing
amounts of smoothing of the beat relative to the per-
formed onsets. In this case, the level of smoothing is
likely to have been influenced by the extent of use of
visual feedback.

Figure 8 shows the differences in onset times between
the chosen beat times and the performed beat times for
Conditions 1 and 3. The fact that some participants
remain mostly on the positive side of the graph, and
others mostly negative, suggests that some prefer a lag-
ging click track, and others a leading click track. Similar
inter-participant differences in synchronization offset
were found in tapping studies (Friberg & Sundberg,
1995) and in a study of the synchronization of bassists
and drummers playing a jazz swing rhythm (Prögler,
1995). This asynchrony is much stronger in the
conditions without visual feedback (Figure 8, left),
where there is no visual cue to align the beat sequences
with the performed music.
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FIG. 6. Inter-beat intervals by condition for one participant for each excerpt. In this and following figures, the thick dark line (marked PB, performed
beats) shows the inter-beat intervals of performed notes (p-IBI).
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FIG. 7. Comparison by participant of inter-beat intervals for excerpt
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It might also be the case that participants are more
sensitive to tempo changes than to the synchronization
of onset times. Research on auditory streaming
(Bregman, 1990) predicts that the difficulty of judging
the relative timing between two sequences increases
with differences in the sequences’ properties such as
timbre, pitch, and spatial location. In other words, the
listeners may have heard the click sequence as a sepa-
rate stream from the piano music, and although they
were able to perceive and reproduce the tempo changes
quite accurately within each stream, they were unable to
judge the alignment of the two streams with the same
degree of accuracy.

Figure 9 shows successfully marked excerpts for
Conditions 2 (left) and 5 (right). Even without hearing
the music, these participants were able to see patterns in
the timing of note onsets, and infer regularities corre-
sponding to the beat. It was noticeable from the results
that by disabling audio feedback there is more variation
in the choice of metrical level. Particularly in Condition

5 it can be seen that without audio feedback, partici-
pants do not perform nearly as much smoothing of the
beat (compare with Figure 7).

Finally, in Figure 10, we compare the presentation of
visual feedback in two different formats: as the ampli-
tude envelope, that is, the smoothed audio waveform
(Condition 3), and as piano roll notation (Condition 6;
see Figure 5). Clearly the piano roll format provides
more high-level information than the amplitude enve-
lope, since it explicitly shows the onset times of all
notes. For some participants this made a large differ-
ence in the way they performed beat tracking (e.g.,
Figure 10, left), whereas for others, it made very little
difference (Figure 10, right). The effect of the visual
feedback is thus modulated by inter-participant differ-
ences. The participant who showed little difference
between the two visual representations has extensive
experience with analysis and production of digital
audio, which enabled him to align beats with onsets
visually. The alternative explanation that he did not use
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FIG. 8. Beat times relative to performed notes for Conditions 1 (left) and 3 (right). With no visual feedback (left), participants follow tempo changes,
but with differences of sometimes 150 ms between the marked beats and corresponding performed notes, with some participants lagging and others

leading the beat. With visual feedback (right), differences are mostly under 50 ms.
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the visual feedback in either case is contradicted by
comparison with the audio-only conditions (1 and 4)
for this participant and piece (Figure 6, top), which are
much smoother than the other conditions.

Experiment 3: Tapping

In this experiment, the participants were asked to tap
the beat in time to a set of musical excerpts. The aim
was to investigate the precise timing of taps and to test
whether spontaneously produced “beats” coincide with
listening preferences (Experiment 1) and beats pro-
duced in an off-line task, where corrections could be
performed after hearing the beats and music together
(Experiment 2).

PARTICIPANTS

The experiment was performed by 25 musically trained
participants (average age 29 years). The participants
had played an instrument for an average of 19 years; 19
participants studied their instrument at university level
(average length of study 8.6 years); 14 participants play
piano as their main instrument.

STIMULI

Four excerpts from professional performances of
Mozart’s piano sonatas were used in the experiment,
summarized in Table 1. These are the same three
excerpts used in Experiments 1 and 2, plus an addi-
tional excerpt, chosen as a warm-up piece, which had
less tempo variation than the other excerpts. Each
excerpt was repeated 10 times with random duration
gaps (between 2 and 5 s) between the repetitions and
was recorded on a compact disk (total duration 13 min-
utes 45 seconds for the 40 trials).

EQUIPMENT

Participants heard the stimuli through AKG K270
headphones and tapped with their finger or hand on the
end of an audio cable. The use of the audio cable as tap-
ping device was seen as preferable to a button or key, as
it eliminated the delay between the contact time of the
finger on the button and the electronic contact of the
button itself. The stimuli and taps were recorded to disk
on separate channels of a stereo audio file, through an
SB128 sound card on a Linux PC. The voltage generated
by the finger contact was sufficient to determine the
contact time unambiguously with a simple thresholding
algorithm. The participants also received audio feed-
back of their taps in the form of a buzz sound while the
finger was in contact with the cable.

PROCEDURE

The participants were instructed to tap in time with the
beat of the music, as precisely as possible, and were
allowed to practice tapping to one or two excerpts, in
order to familiarize themselves with the equipment and
clarify any ambiguities in instructions. The tapping was
then performed, and results were processed using soft-
ware developed for this experiment. The tap times were
automatically extracted with reference to the starting
time of the musical excerpts, using a simple threshold-
ing function.

In order to match the tap times to the corresponding
musical beats, the performed beat times were extracted
from the Bösendorfer piano performance data, as
described in Experiment 1. A matching algorithm was
developed which matched each tap to the nearest
played beat time, deleting taps that were more than 40%
of the average p-IBI from the beat time or that matched
to a beat which already had a nearer tap matched to it.
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FIG. 10. The difference between two types of visual feedback (Condition 3, piano roll notation, and Condition 6, amplitude envelope) are shown for
two participants (left and right). One participant (left) used the piano roll notation to align beats, but not the amplitude envelope, whereas the other

participant (right) used both types of visual feedback to place the beats.
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The metrical level was then calculated by a process of
elimination: metrical levels that were contradicted by at
least three taps were deleted, which always left a single
metrical level and phase if the tapping was performed
consistently for the trial. The initial synchronization
time was defined to be the first of three successive beats
which matched the calculated metrical level and phase.
Taps occurring before the initial synchronization were
deleted. If no such three beats existed, we say that the
tapper failed to synchronize with the music.

RESULTS

Table 7 shows for each excerpt the total number of rep-
etitions that were tapped by the participants at each
metrical level and phase. The only surprising results
were that two participants tapped on the second and
fourth quarter note beats of the bar (level 2, out of
phase) for several repetitions of K281:3 and K284:3.
The three failed tapping attempts relate to participants
tapping inconsistently; that is, they changed phase dur-
ing the excerpt. For each excerpt, the default metrical
level (given in Table 1) corresponded to the tapping
rates of the majority of participants.

Table 8 shows the average beat number of the first
beat for which the tapping was synchronized with the
music. For each excerpt, tappers were able to synchro-
nize on average by the third or fourth beat of the
excerpt, despite differences in tempo and complexity.
This is similar to other published results (e.g., Snyder &
Krumhansl, 2001; Toiviainen & Snyder, 2003).

In order to investigate the precise timing of taps, the
t-IBIs of the mean tap times were calculated, and these
are shown in Figure 11, plotted against time, with the p-
IBIs shown for comparison. (In this and subsequent
results, only the successfully matched taps are taken
into account.) Two main factors are visible from these
graphs: that the t-IBIs describe a smoother curve than
the p-IBIs of the played notes, and the following of
tempo changes occurs after a small time lag. These
effects are examined in more detail below.

In order to test the smoothing hypothesis more rigor-
ously, we calculated the distance of the tap times from

the performed beat times and from smoothed versions
of the performed beat times. The distance was meas-
ured by the root mean squared (RMS) time difference
of the corresponding taps and beats. This was calculated
separately for each trial, and the results were subse-
quently averaged. (The use of average tap times would
have introduced artifacts due to the artificial smoothing
produced by averaging.) Four conditions are shown in
Table 9: the unsmoothed beat times (U); two sets of ret-
rospectively smoothed beats (D1 and D3; see Table 2),
created by averaging each p-IBI with one or three p-
IBI(s) on each side of it; and a final set of predictively
smoothed beats (S1) created using only the current and
past beat times, according to the following equation,
where x[n] is the unsmoothed p-IBI sequence, and y[n]
is the smoothed sequence:

Table 9 shows the average RMS distance between the
smoothed beat times and the taps. For each excerpt, at
least one of the smoothed tempo curves gives beats
closer to the tap times than the original tempo curve.
For excerpt K331:1, only the D1 smoothing produces
beat times closer to the taps. The reason for this can be
understood from Figure 11 (top right): the tempo curve
is highly irregular due to relatively long pauses, which
are used to emphasize the phrase structure, and if these
pauses are spread across the preceding or following
beats, the result contradicts musical expectations.

On analyzing these results, it was found that part of
the reason that smoothed tempo curves model the
tapped beats better is that the smoothing function cre-
ates a time lag similar to the response time lag found in
the tapping. To remove this effect, we computed a sec-
ond set of differences using p-IBIs and t-IBIs instead of
onset times and tap times. The results, shown in
Table 10, confirm that even when synchronization is
factored out, the tap sequences are closer to the
smoothed tempo curves than to the performance data.

y[n] �
x[n] � y[n � 1]

2
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TABLE 7. Number of excerpts tapped at each metrical level and
phase (in/out), where the metrical levels are expressed as mul-
tiples of the default metrical level (ML) given in Table 1.

Metrical level (phase)

Excerpt 1 2 (in) 2 (out) 3 (in) 3 (out) Fail

K284:1 250 0 0 0 0 0
K331:1 164 0 0 86 0 0
K281:3 220 16 11 0 0 3
K284:3 153 89 8 0 0 0

TABLE 8. Average synchronization time (i.e., the
number of beats until the tapper synchronized with
the music).

Excerpt Synchronization time (in beats)

K284:1 3.29
K331:1 3.46
K281:3 3.88
K284:3 3.82
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The data were also tested for two types of learning
effect. The first test was whether the participants’ tap-
ping changed over the repetitions from an initially
smooth sequence of taps to a sequence fitting closer to
the unsmoothed data as the participants learned the
tempo changes. It was found that the distances
decreased with repetition, but the ranked order of dis-
tance by condition remained as shown in Tables 9 and
10. Thus there was no evidence that the smoothing was
due to unfamiliarity with the tempo changes.

The second test for a learning effect was to test
whether the time taken to react to tempo changes
decreased with repetition. To find the time lag between
tempo changes and changes in tapping rate, the p-IBI
and t-IBI sequences were cross-correlated, and the lags
corresponding to the highest correlation were found for
each repetition. Table 11 shows for each lag how often
this lag gave the best correlation. The results show that
the lag of one tap is most common, that is, participants
respond to a tempo change on the tap after it occurs. It
was expected that with repetition, the lag would
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FIG. 11. Dark line: t-IBIs calculated from tap times averaged over all participants and trials. Error bars show double standard error (approx. 95%
confidence). Light line: p-IBIs calculated from performed note times.
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TABLE 9. Average RMS difference between taps and smoothed
beats (in ms) for various smoothing conditions.

Smoothing
Excerpt

Condition K284:1 K331:1 K281:3 K284:3 Average

U 33 65 41 53 51
D1 32 56 39 49 46
D3 33 63 40 49 49
S1 38 89 33 44 59
Average 34 69 39 49 51

TABLE 10. Average RMS difference between t-IBIs and
smoothed p-IBIs (in ms) for various smoothing conditions.

Smoothing
Excerpt

Condition K284:1 K331:1 K281:3 K284:3 Average

U 26 73 31 54 51
D1 24 41 26 41 34
D3 24 42 27 41 35
S1 23 45 24 38 35
Average 24 52 27 44 39
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decrease, as the participants would remember and
predict the tempo changes in their tapping. In fact,
some participants expressed an awareness of the learn-
ing effect; one commented after the experiment, “It was
like a chamber music rehearsal—you get it right after
the third time.”

Table 12 shows a learning effect for excerpts K331:1
and K281:3, where with increasing repetitions, the 0 lag
has the best correlation more frequently (Repp, 2002).
For the other two excerpts, no learning trend is seen;
K284:3 has a high correlation at lag 0 from the outset,
and K284:1 has much smaller tempo deviations, to
which, it appears, the participants are able to respond
but not to learn. It may be the case that such learning
requires conscious recognition of timing fluctuations,
or a greater number of repetitions.

Discussion and Conclusion

The first experiment used a restricted choice scenario
and showed for one excerpt a significant preference of
listeners for beat sequences that are smoother than the
onset times of the corresponding musical notes. For the
other excerpts, the same trend was seen, but the results
were just below significance. In no case was the
unsmoothed track preferred over the beat track created
with the D1 smoothing function. This effect was
slightly stronger for musicians than nonmusicians. It is

not certain whether the nonsignificance of the results is
due to a lack of precision in perception (participants do
not hear the difference due to smoothing) or a lack of
preference (they perceive the difference but rate both
smooth and unsmoothed beat tracks equally). The
participants did show a significant dislike for reverse
smoothing and for random deviations in the beat times,
even though they were smaller than many of the differ-
ences in IBIs, and for smoothing functions with a too
large window (D5). This indicates that the closeness of
some of the ratings is more likely to be due to a lack of
preference. It is clear that the current smoothing func-
tions are much too simple, since they do not take musi-
cal context into account, so it is possible that artifacts of
the chosen smoothing functions counteract some of
their effectiveness in modeling tempo perception.

The results from the second experiment provide sev-
eral inferences about the perception of beat and the beat
marking software. Participants marked sequences of
beat times that were smoother than the performed beat
times, supporting the results of the first experiment,
where listeners preferred artificially smoothed beat
sequences to unsmoothed sequences. In almost all con-
ditions, the beat sequences were smoother (as measured
by standard deviation of the m-IBIs) than the per-
formed beat times (measured by the standard deviation
of the p-IBIs), but the amount of smoothing varied
greatly with the feedback provided by the user interface.

When users had an explicit visual representation of the
note onset times, the beat times were chosen mostly to
correspond to these times, but when such information
was not provided, the beat times were more evenly
spaced, reflecting the local average tempo rather than the
instantaneous tempo. This seems to correspond to other
known effects, such as the McGurk effect (McGurk &
MacDonald, 1976), where contradictory visual informa-
tion modifies the perception of auditory stimuli. Even in
the extreme conditions, where feedback was restricted 
to either visual or audio, but not both, participants 
were often able to find regularities corresponding to the
notated musical beat, although this task obviously
becomes more difficult as feedback is reduced.

An interesting question is the extent to which the beat
marking software (BeatRoot) could be used in expres-
sive performance research, that is, whether it provides
sufficient precision to capture the features of interest in
a performance. The results indicated large inter-partic-
ipant differences and various biases introduced by cer-
tain forms of feedback. In order to use the system in
practical situations, it is important to be clear about the
specific aims of the analysis. For example, for perform-
ance research, one might be more concerned about
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TABLE 11. Analysis of time lags of responses to
tempo changes, measured by correlation of t-IBIs
and p-IBIs, shown as percentages of repetitions for
which each lag had the highest correlation.

Lag

Excerpt 0 1 2 3

K284:1 10.0 64.4 9.2 5.2
K331:1 45.1 43.3 2.4 0.6
K281:3 31.4 57.7 7.3 2.7
K284:3 58.2 13.7 3.9 10.5

TABLE 12. Analysis of time lags of responses to tempo
changes, showing the effects of learning on the lag 0 and 
lag 1 percentages.

Rpt 1–3 Rpt 5–7 Rpt 8–10

Excerpt Lag 0 Lag 1 Lag 0 Lag 1 Lag 0 Lag 1

K284:1 9.3 61.3 10.7 66.7 8.0 66.7
K331:1 26.0 60.0 52.9 35.3 54.2 33.3
K281:3 13.4 65.7 33.3 56.1 47.0 50.0
K284:3 55.1 10.2 62.2 13.3 56.8 18.2
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what was played rather than how it was perceived. In
such a case, the aim is to mark the note onsets rather
than the perceived beat times. In this case the visual
feedback is valuable, whereas it can be argued that it is a
distraction when the perceived beat is sought. We con-
sider that specific training would be useful to reduce
inter-participant differences. BeatRoot has in fact been
used in a number of studies of piano performance
(Widmer, Dixon, Goebl, Pampalk, & Tobudic, 2003;
Pampalk, Goebl, & Widmer, 2003; Goebl, Pampalk, &
Widmer, 2004).

The results from the tapping experiment also support
the hypothesis that the perceived beat is smoother than
the played notes would indicate. This agrees with the
findings of Repp (1999a) that tappers underestimate
timing changes. The nature and extent of the smoothing
that occurs is still unclear. We observed that applying
rather arbitrarily chosen smoothing functions to the
note onset times gave a closer match to the tapping
times than the onset times themselves gave. But differ-
ent functions perform better for different excerpts, 
and there is clearly a dependence on musical context
which is not modeled by a simple smoothing function.
It remains to be shown whether more accurate models
can be found. We proposed a simple moving average
function as a first approximation; this could be general-
ized by finding the FIR filter parameters that provide 
an optimal fit to the data, which might indicate some
constraints of the smoothing process. However, we do
not think that such fine tuning is warranted until more
important aspects such as musical structure are modeled.

This experiment also showed a lag between tempo
changes and changes in tapping rate, which reduced
with repetition, that is, as the participants learned to
anticipate the changes. For one of the excerpts, the lag
remained at one beat; that is, participants seemed
unable to learn the tempo changes, perhaps because in
this case the tempo changes were small and therefore
below the threshold for perception.

We now compare the results of the three experiments,
which used the same excerpts (except for K284:1). In
Experiment 1, the greatest preference, particularly of
musically trained listeners, was for the click sequence
corresponding to the D1 condition (smoothing with
one beat each side of the current beat), which agrees
with the tapping results in Experiment 3. Similarly, in
the beat marking experiment, the sequences of beats
chosen were smoother than the performed beat times,
but this effect was greatly reduced for most participants
when they could see the onset times on the display and
align the beats with onsets visually. Further work is
required to ascertain whether the off-line nature of the

task influenced the results as compared to an on-line
task such as tapping.

Although the experiments are not broad enough to
suggest a complete model of beat perception, the evi-
dence from all of the experiments supports the hypoth-
esis that perceived beat sequences are smoother than
the timing of the performed notes. This implies that
timing fluctuations are not necessarily perceived as
tempo changes. Beat perception shows a resistance to
change and to random fluctuations; it is only when tim-
ing changes persist that one perceives an intended
tempo change.

One possible explanation for the smoothing effect is
that nominally on-beat notes may be perceived as antic-
ipating or following the beat, rather than defining the
beat. Another explanation is provided by categorical
perception (Clarke, 1987). That is, the durations of 
p-IBIs are perceived in musical units, based on the cur-
rent tempo percept, so that small deviations do not affect
the categorization of the interval, and thus the percep-
tual system reduces the effect of deviations from strictly
metrical time. Madison and Merker (2002) showed that
if these deviations from regularity are too large, the
sequence is no longer perceived as a sequence of beats.
Another factor to consider is the role of higher metrical
levels, which tend to be more stable, and thus override
the irregularities in lower metrical levels. Further work
is required to analyze these aspects of beat perception
more precisely and to investigate further the relationship
between tempo and timing (period and phase correc-
tion, Repp, 2002), as well as the specific effects of modal-
ity on the results from the three experiments.

The results from all three experiments support the
smoothing hypothesis, that the perceived beat is a com-
promise between the two extremes of a perfectly regu-
lar, isochronous pulse and the irregular timing of the
performed notes. The complexities of musical structure
and performance tempo make it difficult to quantify
this effect. The current results indicate that a moving
average smoothing function with a small window size
(around one beat) provides a reasonable model for the
smoothing behavior.
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